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Introduction

Methodoloc

Goal: Achieving higher returns on the FInRL Contest Task 1, in : : :
J nighe | | ’ i. Improved LLM Prompt i. Early Stopping
Nasdaqg-100 trading using LLM prompting for tickers news. _ o _ o
_You are a financial risk analyst assessing stocks as of {date}. Evaluate news for {Stock} and assign: - A risk score (1-5“ ® App“ed 4OOK tl’alnlng StepS fOI’ Shorter pe”Od Of tra|n|ng and
1=very low, 2=low, 3=moderate (default if unclear), 4=high, 5=very high. - A probability (0.00-1.00) reflecting confidence, based on .

C h " news clarity, data availability, and task difficulty. Risk Factors to Consider: - Regulatory changes (e.g., antitrust lawsuits) » Higher risk teStI ng

aliendes.: (4-5). - Product launches (e.g., VisionPro release) » Moderate risk (3). - Market sentiment (e.g., price might decrease) > Score 2-4 . . . . PR

_ g _ . . depe.nding on certaipfty. - Ambiguous statemen.ts (e.g., might get the C_)hinesg effect) » Defau!t to 3 with low probability. Risk 1: \(ery ¢ Experl mented d IVerse OpthﬂS to Choose among’ Val’latlonS
® E plstem IC Unce rtal nty N LLM -ge nerated stock SCcores: ;ow risk - 'Strqng pf)smve news (e.g., 45% stoclf increase with no pegatlves). Risk 3: Moderatg risk - Vagu&la‘or negtral ne.ws (e.g., 'mlgh:( |nC| Uded :
ecrease’). Risk 5: Very high risk - Clear negative news (e.g., major scandal or bankruptcy risk). Probability Guidance: - Probability =
The model's CO nfldence in ItS own reCOmmendat|OnS or ”Sk 0.9-1.0 if the news cites a definitive event (e.g., FDA approval delayed). - Probability = 0.6-0.8 if the risk is implied but not certain (e.g., O al pha O 25, O _5, O . 75

o beta: 0.25, 0.5, 0.75

User: News to Stock Symbol -- AMZN: Amazon warehouse strike begins ### News to Stock Symbol -- GOOGL: Google fined $1B for O Coeff|C|ent: O 005, O . O 1 y O . 1
data privacy ### News to Stock Symbol -- JPM: JP Morgan beats earnings forecasts

score] Probability: [probability]

may face fines). - Probability < 0.5 if the news is vague (e.g., could be impacted by market trends). Response Format: Risk: [risk
assessments is not explicitly quantified or communicated. <

Mstant: Risk: 3 Probability: 0.55, Risk: 5, Probability: 0.80, Risk: 1 Probability: 0.95

ContribUtions: User: News to Stock Symbol -- AAPL: Apple faces antitrust lawsuit in the EU ### News to Stock Symbol -- TSLA: Tesla's Q4 deliveries || FU” Tra|n|ng
miss estimates
' ' -wei ' ' ASSiStanE Risk: 4 Probability: 0.75, Risk: 4 Probability: 0.60 _ . o
° Applylnq a confidence v.velgh.ted LLMinfusion method. = Z e Applied 2 Million training steps on a handful of methods that
PY |ntr0duc|ng a new LLM |nfUS|0n method LUSER:###NewstoStockSymbol--{Stock}: On {date}, {text} | scored best in the early Stoppmg Stage
e Achieving higher returns compared to the original paper [1] e Presented are best 2 models along the old paper winners
li. Adaptive Factors Method
Financial Reinforcement Learning (FinRL) — Cuaive Retlims"or Tyears 1 10 epoche)
e Prompted DeepSeek with the above prompt along the 2.50{ — PPO-ent1
I I I i1fi I . . . — - -al.
FInRL [2,3] is the model used with some modifications. summarized news article to produce the recommendation | — crottsoa
Two main trading agents are used: score of a stock and its confidence probability in the e
e Proximal Policy Optimization (PPO) generated score o
e Conditional Value at Risk PPO (CVaR-PPO) e Then, the score and its conf_ldence are added to the general 15
PPO model using the following formula 2
d g 1.50 A
S}Ilo — ]. —I_ (Sf - ].) * Crec * Oé ¥ 1.25 A
Trading Agents
. . mod . SmOd - a 1.00 -
I—’\DQN)[DDPG] Ay = Oyf t
9F - pPO | SAC ) Ag S; = Recommendation Factor ]
- i A2C ) [ TD3 ] Crec — Confidence PTObablllty Of Sf 2020-01 2020-07 2021-01 2021-07 2022-01 2022-07 2023-01 2023-07 2024-01
Balance 3 I a = Scaling Parameter pate
Shares { Multi-Agent J __Sell g Model Cumulative Rachev Max Drawdown | Outperf. Downturn
- \ DDPG / [ Hold ] ] _ _ Returns Ratio Frequency Outperf.
P”“e_s A  (_Buy J e Same steps are repeated here with risk instead of —— - - Py pp—" ——
Technical : recommendation score
\/nd/cators/ CPPO-LLM (old) 1.296 0.9698 -0.3742 48.7701 70.3088
: Share of Stocks ( R} )mod =1+ ( R?J,C L 1) * Cxq‘;isk . 5 PPO-LLM al0.25 1.1996 0.9567 -0.2419 47.2727 78.8599
( R . . Bal ) 4 PPO (old) 1.1156 0.9982 -0.2571 48.7701 79.3349
| Remaining Balance — i \ IO
: \ Prices of Stocks J)

[&$w0m)=:fﬁmj°DUW) Conclusion & Future Work

R} = Risk Factor
Clisi = Confidence Probability of Ry
f = Scaling Parameter
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It was found that the entropy regularization method got the
highest result with coefficient = 0.01

For future:

lii. Entropy Regularization Method e More variations could be experimented

_ _ 2 e Expand news sources
B =coef- (5= Sum) Cre OF 0= 51w - Cree e Pipeline Optimisation
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